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Abstract
Generative artificial intelligence (AI) systems can produce text, images, videos, and audio in response to prompts. They are 
increasingly applied across various domains, including intimacy and sexuality—ranging from AI-generated pornography 
to sexual counseling via AI chatbots. While AI-generated content holds significant potential, it is also met with skepticism. 
Anti-AI bias is defined as a systematic tendency to evaluate AI-produced outputs more negatively than equivalent human-
created content, regardless of actual quality. Following the experimental labeling paradigm, this study examined whether 
identical couple images (H1a) and couple counseling excerpts (H2a) were evaluated less favorably when labeled as AI-generated 
rather than human-created, and whether AI attitudes and AI literacy moderated these effects for images (H1b) and counseling 
dialogues (H2b). Two consecutive online experiments were conducted in 2024 with a national sample of adults in Germany 
(N = 2,658). In Experiment 1, identical romantic couple images received less positive evaluations when labeled as AI-
generated images versus as human-generated photographs (d = .21; H1a). In Experiment 2, identical sexuality-related couple 
counseling excerpts labeled as involving an AI counselor were rated less favorably than those labeled as involving a human 
counselor (d = .23; H2a). AI attitudes and AI literacy combined moderated the labeling effect for images (η2 = .01; H1b) but 
not for counseling dialogues (η2 = .003; H2b). These findings extend the literature on anti-AI bias into intimate contexts. They 
also underscore the importance of considering user dispositions toward AI when designing and implementing generative AI 
systems in intimacy- and sexuality-related domains.

Keywords  Artificial intelligence (AI) · AI attitudes · AI-supported sexual activities (AISA) · AI-generated content · Online 
experiment

Introduction

Since late 2022, a new kind of artificial intelligence (AI) 
has entered everyday life: generative AI—systems that can 
produce text (e.g., ChatGPT, Gemini), images (e.g., DALL-
E, Midjourney), videos (e.g., Sora, Veo), and audio (e.g., 
Suno, Udio) in response to prompts (Dwivedi et al., 2023; He 
et al., 2025). These systems create new content that closely 
resembles human-made work (Sengar et al., 2025). Their use 
has expanded rapidly across domains such as work, educa-
tion, entertainment, health, politics, social, and intimate lives 
(Storey et al., 2025).

As a result, people now encounter AI-generated content 
nearly everywhere: in news articles, advertising campaigns 
and product descriptions, on book covers, in curated music 
playlists, on social media, in search engine results, and even 
in personal emails and chats (Zagalo & Keller, 2026). Gen-
erative AI has also moved into more intimate and sensitive 
spheres, such as sexuality. Online sexual activities (OSA) 
are now complemented by AI-supported sexual activities 
(AISA), which include, among others, AI-generated erotic 
and pornographic imagery as well as AI-based sexual and 
relationship counseling (Döring et al., 2025a).

The rise of AI-generated content has sparked intense 
debate. While some are excited by its creative potential, qual-
ity, and democratizing effects, others express deep concerns 
about misinformation, exploitation, deception, and a flood 
of low-quality outputs—what critics call AI “slop” (Smith 
& Southerton, 2025). This divide mirrors a more general 
tension between so-called AI optimism (i.e., the belief that 
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AI will bring major benefits to society) versus AI pessimism 
(i.e., the belief that AI is overhyped, unlikely to deliver on 
big promises, and will bring major threats to society; Gond-
lach & Regneri, 2023; Guingrich & Graziano, 2025; Montag 
et al., 2025).

The aim of this brief report is to test the hypothesis that 
people evaluate intimate content more negatively when they 
assume it is AI-generated rather than human-created, regard-
less of its actual quality—an expression of so-called anti-AI 
bias. Building on this premise, the study addresses a nota-
ble research gap: while anti-AI bias has been examined in 
domains such as art, health, and journalism, its operation in 
relation to intimate and sexual content remains largely unex-
plored. By focusing on this under-investigated area, the study 
broadens the scope of anti-AI bias research and provides an 
initial empirical basis for examining how assumptions about 
content origin may shape perceptions of mediated intimacy. 
The findings aim to stimulate further scholarly inquiry into 
the intersection of generative AI, sexual representation, and 
user evaluation.

Anti‑AI Bias

In the context of generative AI, two broad types of biases 
are typically investigated. The first concerns bias in AI out-
puts (short: AI bias)—that is, stereotypes or discriminatory 
patterns embedded in AI-generated content due to unbal-
anced training data, flawed model architectures, or inequita-
ble algorithmic decision-making processes (Mehrabi et al., 
2022). The second concerns bias in human evaluations of AI, 
which—in line with AI pessimism—can manifest as anti-AI 
bias—a systematic tendency to evaluate AI-produced outputs 
(e.g., an image, a song, a newspaper article) more negatively 
compared to human-created content, regardless of its actual 
quality (Ansani et al., 2025; Bellaiche et al., 2023; Reis et al., 
2024).

Anti-AI bias should be distinguished from algorithm aver-
sion, which refers to people’s reluctance to use, trust, or rely 
on algorithms after observing them make mistakes—even 
when the algorithm still outperforms human decision-makers 
on average (Dietvorst et al., 2015). While algorithm aversion 
is typically triggered by the observation of errors and con-
cerns about predictive accuracy, anti-AI bias can occur with-
out any such observation and is tied instead to perceptions of 
source credibility (Hovland et al., 1953), authenticity (Kernis 
& Goldman, 2006), and human agency (Bandura, 2018). For 
example, in the case of artistic or intimate content, people 
might perceive AI-generated output as inherently machine-
like and lacking humanness, and thus regard it as “soulless,” 
“cheap,” “banal,” or “inauthentic,” and ultimately inferior to 
human-created content (so-called negative machine heuristic; 
Molina & Sundar, 2024). This anti-AI bias emerges both in 
empirical studies (e.g., Grassini & Koivisto, 2024) and in 

theoretical papers in which experts reflect on AI-generated 
content—such as synthetic pornography—often emphasiz-
ing a perceived lack of “humanness,” “authenticity,” “truth,” 
and “aura” in such works (e.g., Alilunas, 2024; Easterbrook-
Smith, 2025).

In line with AI optimism, there is also reason to assume a 
pro-AI bias—a systematic tendency to evaluate AI-produced 
outputs more positively than human-created content in cer-
tain contexts. For example, in the case of highly debated 
political issues, human-created journalistic content may be 
perceived as biased, opinion-driven, and partisan, whereas 
AI-generated output—precisely because of its lack of human-
ness and its machine-like character—may be regarded as 
more “neutral,” “fact-based,” “objective,” and “credible” 
(the so-called positive machine heuristic; Molina & Sundar, 
2024; Sundar & Kim, 2019; Waddell, 2019). Some experts 
even extend the positive machine heuristic to art, suggesting 
that machine advantages (e.g., speed, volume, pattern rec-
ognition) need not be equated solely with soulless efficiency 
but could also open up new creative possibilities (Chatter-
jee, 2022). Although theoretical conceptualizations around a 
positive machine heuristic and some empirical findings (e.g., 
Ovsyannikova et al., 2025) point to a pro-AI bias in certain 
contexts, public and academic debates have so far focused 
more on anti-AI bias.

State of Research

Different methodological approaches are used to examine 
individuals’ perceptions and evaluations of AI-generated 
content, including potential negative bias toward it.

•	 Survey-Based Assessments: Some studies ask laypersons 
and/or experts for their opinions on certain types of AI-
generated content. For example, one survey asked patients 
(Nadarzynski et al., 2020) and another asked health pro-
fessionals (Nadarzynski et al., 2023) about the acceptabil-
ity of AI chatbots in sexual and reproductive health. Such 
studies typically find evidence of anti-AI bias, reflected in 
reluctance or skepticism toward AI—particularly among 
respondents unfamiliar with AI technology who perceive 
its involvement as inferior to human engagement. How-
ever, a negative stance toward AI reported in surveys can 
reflect either a heuristic-based anti-AI bias or a rational 
critique based on actual characteristics of AI output.

•	 Direct Content Comparisons: Another approach involves 
showing participants actual AI-generated and/or human-
generated content and asking them to evaluate or directly 
compare the two. These studies often explore participants’ 
ability to detect AI-generated content when it is unlabeled, 
yielding mixed results regarding detectability. Findings 
frequently indicate an anti-AI bias, manifested as a prefer-
ence for content perceived as human-made—whether that 
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perception is correct or not—over content perceived to be 
AI-generated. In an image evaluation study, participants 
rated appeal and realism highest for unlabeled human-
made photographs and lower for AI-generated images, 
with significant differences among AI image models 
(Göring et al., 2023). In another study, participants rated 
realism and sexual arousal elicited by unlabeled human-
made photographs of underwear or swimwear models; 
their sexual arousal ratings were positively correlated 
with their perception of realism, i.e., their assumption of 
human-production (Study 1 in Marini et al., 2024). Such 
studies can point to anti-AI bias, however, the negative 
evaluations could also reflect actual content characteris-
tics.

•	 Experimental Labeling Paradigm: This approach pre-
sents participants with identical content, labeled either 
as AI-generated or human-generated, and compares their 
evaluations across dimensions such as quality, aesthetic 
appeal, or credibility. For example, Study 2 in Marini 
et al. (2024) found that participants rated identical images 
as less sexually arousing when, by experimental variation, 
a label led them to believe the images were AI-generated 
versus human-generated. As labeling experiments use 
identical content, any differences in evaluation can be 
ascribed solely to source attribution rather than actual 
content differences—thereby isolating evaluator bias.

Among these three methodological approaches, the exper-
imental labeling paradigm provides the highest internal valid-
ity for examining anti-AI bias and is therefore the focus of 
the following state-of-research summary. A literature search 
in Google Scholar, Web of Science, and Scopus identified 15 
peer-reviewed journal publications (2020–2025) reporting 27 
experiments using the labeling paradigm to test for anti-AI or 
pro-AI bias across different content domains (see Table 1).

Across content domains and publications, previous 
research stresses the context dependence of bias toward AI-
generated content and therefore uses variations of stimuli 
to operationalize the independent variable (e.g., art images 
with different motifs, news articles with different topics; see 
Stimuli column in Table 1). Most often, experimental stud-
ies compare content labeled as AI-generated versus human-
generated with a two-level between-subjects or within-
subjects factor. But some studies also test for collaborative 
scenarios where a human and an AI allegedly co-created the 
presented content and, hence, use higher-level factors (see 
Label Manipulation column in Table 1).

The selection of dependent variables varies across con-
tent domains and publications, including both single item 
measures and psychometric scales, with the typical answer 
format being rating scales (see Dependent Variables column 
in Table 1). Some evaluation dimensions are context-inde-
pendent, e.g., when participants are asked to rate how much 

they “like” the content or how they evaluate its “quality”. 
Other evaluation dimensions are content-dependent, e.g., 
when participants rate the “beauty” of artistic content or the 
“accuracy” of journalistic content.

Several previous labeling experiments included context-
specific moderator and/or mediator variables, such as atti-
tudes toward creativity in art-related studies or political opin-
ions in news-related studies. The moderator variable most 
often included across content domains was AI attitudes, i.e., 
the general tendency of individuals to evaluate AI negatively 
or positively overall (Grassini, 2023). Typically, negative AI 
attitudes are associated with anti-AI bias, as shown in 6 of 
the 15 identified publications (Ansani et al., 2025; Bellaiche 
et al., 2023; Horton et al., 2023; Marini et al. 2024; Lim & 
Schmälzle, 2024; Wischneski & Krämer, 2024).

Of the 15 journal articles, 11 found evidence for an anti-
AI-bias, 2 for a pro-AI bias and 2 reported no consistent 
effects (see Main Effect column in Table 1). Regarding stand-
ardized effect size measures, 6 papers reported Cohen’s d 
values, which mainly indicated small- to medium-sized anti-
AI bias.

The Current Study

While experimental research on anti-AI bias has expanded 
across domains such as art, health, and journalism, intimacy-
related contexts remain underexplored. To date, only one 
published labeling experiment has examined sexualized 
imagery, finding that AI-labeled swimwear or underwear 
model images were rated as less sexually arousing than 
identical images labeled as human-made photographs with 
a medium effect size (Experiment 2 in Marini et al., 2024; 
see Table 1). Romantic and sexual content is particularly 
sensitive to perceptions of humanness, empathy, and trust, 
suggesting that AI involvement may evoke stronger negative 
machine heuristic and anti-AI bias than in other domains (Liu 
et al., 2025; Nass & Moon, 2000; Rubin et al., 2025).

To extend the experimental labeling paradigm into the 
domain of intimacy, we selected two types of content: roman-
tic couple images and excerpts from sexuality-related couple 
counseling. These two stimuli types were selected based on 
several criteria such as relevance, realism, and acceptance: 
In the realm of AI-supported sexual activities, AI-generated 
sexually explicit and erotic material plays an important role 
(Döring et al., 2025a; Lapointe et al., 2025). At the same 
time, using AI chatbots as personal coaches and counselors 
for different issues including sexual and romantic ones has 
also been documented as a popular and promising activ-
ity (Döring et al., 2025a; Hatch et al., 2025; Vowels et al., 
2024). To ensure high acceptability of our study for adult 
participants aged 18–75 years from the general population 
in Germany, we did not use sexually explicit images and 
dialogues. Instead, we chose romantic couple image (i.e., 
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representations of hugging, clothed couples) and sexuality-
related couple counseling excerpts (i.e., dialogues addressing 
reduced sexual desire in long-term relationships).

As the study was conducted in Germany, cultural con-
textualization is relevant: Public engagement with AI in 
Germany is characterized by relatively high usage but often 
comparatively low trust—a broader tendency often referred 
to as German “Angst”—that fosters cautious and risk-aware 
evaluations of new technologies. This contrasts with more 
optimistic technology adoption cultures, such as those in the 
U.S. and China, where perceived benefits of AI are more 
pronounced (Brauner et al., 2024; Richter et al., 2025).

In line with previous research and its aforementioned most 
commonly used domain-independent moderator variable, we 
included AI attitudes (i.e., the general tendency of individu-
als to evaluate AI negatively or positively overall; Grassini, 
2023) in our study. Prior studies summarized above show that 
people with negative AI attitudes are more likely to display 
an anti-AI bias. In addition, we included AI literacy as a mod-
erator variable. AI literacy captures individuals’ knowledge, 
skills, and critical awareness regarding AI systems (Carolus 
et al., 2023). Higher AI literacy enables people to under-
stand how AI functions, which should reduce reliance on 
stereotypes or fears about AI. Conversely, low literacy may 
leave individuals more susceptible to heuristic or biased AI 
judgments.

Consequently, the current study tests the following 
hypotheses in two consecutive experimental tasks with a 
shared participant sample:

H1a: Romantic couple images labeled as AI-gener-
ated are evaluated more negatively than those labeled as 
human-generated.

H1b: The negative effect of AI-generated labeling on the 
evaluation of romantic couple images is moderated by AI 
attitudes and AI literacy, with more negative AI attitudes and 
lower AI literacy being associated with greater anti-AI bias.

H2a: Excerpts from couple counseling dialogues labeled 
as involving an AI counselor are evaluated more negatively 
than those labeled as involving a human counselor.

H2b: The negative effect of AI counselor labeling on the 
evaluation of excerpts of couple counseling dialogues is mod-
erated by AI attitudes and AI literacy, with more negative AI 
attitudes and lower AI literacy being associated with greater 
anti-AI bias.

Method

In two related online experiments, participants evaluated 
romantic couple images (Experiment 1) and sexuality-related 
couple counseling excerpts (Experiment 2). To ensure trans-
parency and reproducibility, the instrument (in German and 
in English translation), the data file, the R analysis script, Ta
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and a supplementary table are publicly available at https://​
osf.​io/​mz4gp/.

Participants

Participants aged 18–75 residing in Germany were recruited 
in November and December 2024 via an incentivized online 
panel managed by Bilendi, a certified provider of market 
and social research services. Panel members voluntarily join 
through a double opt-in process and are invited to online 
studies in exchange for small monetary rewards (typically 
€0.50–1.00). Bilendi complies with ISO 20252:2019 stand-
ards, the European Union General Data Protection Regula-
tion, and German data protection laws. The company applies 
strict quality controls throughout the panel lifecycle, includ-
ing multi-source recruitment, behavioral monitoring, and 
regular updates, as outlined on their website.1

To approximate the internet-using population aged 
18–75 in Germany, Bilendi applied an uncrossed quota 
sampling approach based on age, gender, education, mari-
tal status, and federal state. A total of 85,136 panel mem-
bers were invited to take part in our study, of whom 4,780 
(5.6%) accessed the study during the two-week fieldwork 
period. Of those, 253 were screened out due to exclusion 
criteria (e.g., under the age of 18), 150 due to quality cri-
teria, and 1,085 due to the quota being full. A further 524 
did not complete the survey, leaving 2,768 participants. 
From those, we filtered 110 participants with a quality 
indicator lower than 0.14 that indicates implausibly short 
completion times. This cleaning step had no impact on the 
original quota structure. The final sample comprised 2,658 
participants, with an average age of 48.7 years (SD = 15.4); 
49.7% self-identified as women. Selected sociodemo-
graphic sample characteristics (gender, age, education, and 
marital status) as well as lifetime self-reported use of AI in 
professional and private life are displayed in Table 2. The 
size and sociodemographic composition of the sample were 
determined by the requirements of the survey component 
rather than the experimental component of the study; the 
sample composition reflects the distribution of the online 
population in Germany (Döring et al., 2025b).

Measures

Measures are presented according to their role in the two 
experiments as independent, dependent, and moderator 
variables.

Independent Variables and Stimulus Material

The two experiments followed the experimental labeling 
paradigm in anti-AI bias research: To test for an anti-AI 
bias, participants evaluated identical content that was either 
labeled as AI-generated or human-generated (two-level 
between-subjects factor). Both the romantic couple images 
and the sexuality-related couple counseling excerpts were 
designed to be realistic, non-explicit, and broadly acceptable 
as confirmed in a pretest with five participants.

To avoid bias from individual images, two similar roman-
tic couple images were used as stimuli and assigned to partic-
ipants randomly with random assignment of the AI-generated 
or human-generated label in the first experiment. The images 
showed clothed couples hugging in everyday winter settings, 
matched for composition, tone, expression, and quality, and 
could plausibly be created by either a human photographer or 
an AI application (see Fig. 1). No statistical differences were 
found in respondents’ evaluations of the two couple images 
(see supplementary Table S1 at https://​osf.​io/​mz4gp/).

In the second experiment, two similar sexuality-related 
couple counseling excerpts were used as stimuli and 
assigned to participants randomly with random assignment 
of the AI-generated or human-generated label in the second 

Table 2   Sociodemographic characteristics of online survey partici-
pants in Germany (N = 2,658), absolute and relative frequencies

a At the time of data collection, the panel provider could only supply 
representative quotas for participants identifying as women or men. 
Consequently, gender-diverse individuals were not systematically 
recruited, although they were not intentionally excluded. This meth-
odological constraint is acknowledged in the limitations section

Characteristic Participants

n %

Gendera

  Women 1,320 49.7
  Men 1,338 50.3

Age (in years)
  18–39 891 33.5
  40–59 961 36.2
  > 60 806 30.3

Education
  Low 843 31.7
  Moderate 794 29.9
  High 1,021 38.4

Marital status
  Unmarried 1,202 45.2
  Married 1,456 54.8

AI use
  AI use in job and vocational 

training
702 26.4

  AI use in private life 1,119 45.1

1  https://​www.​bilen​di.​com/, last accessed: June 16, 2025.

https://osf.io/mz4gp/
https://osf.io/mz4gp/
https://osf.io/mz4gp/
https://www.bilendi.com/
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experiment. The counseling excerpts depicted authentic dia-
logues in which a client discusses issues of reduced sexual 
desire in a long-term relationship with a counselor, using 
evidence-based techniques such as normalization and open-
ended questioning. Both counseling excerpts were matched 
for length, emotional engagement, and complexity, and could 
plausibly involve a human counselor or an AI counselor (see 
Table 3). No statistical differences were found in respond-
ents’ evaluations of the two couple counseling excerpts (see 
supplementary Table S1 at https://​osf.​io/​mz4gp/).

Dependent Variables

Evaluations of the romantic couple images were measured 
on four image-oriented items (“aesthetic,” “erotic,” “expres-
sive,” “vivid”), each answered on 5-point rating scales 
(1 = strongly disagree 5 = strongly disagree). The additive 
index of the four items for Image Evaluation (IE index) dem-
onstrated good internal consistency (Cronbach’s α = .80; 
McDonald’s ω = .82) according to established internal con-
sistency reliability norms (e.g., Kalkbrenner, 2023).

Evaluations of the sexuality-related couple counseling 
excerpts were measured on four counseling-oriented items 
(“helpful,” “understanding,” “empathetic,” “competent”) to 

Fig. 1   Stimulus material for Experiment 1: Romantic couple image. 
For the experimental variation, participants were randomly assigned 
to one of the two images with one of the two labels: “The following 
picture was created by a photographer [by an AI application]. Please 

look at the photo [AI-generated image] and then rate it.” In this study, 
the couple images depicted mixed-gender-presenting couples. This 
pragmatic choice was made to maximize familiarity for a general 
population sample and is addressed in the Limitations section

Table 3   Stimulus material for Experiment 2: Couple counseling excerpts

For the experimental variation, participants were randomly assigned to one of the two couple counseling excerpts with one of the two labels: 
“The following brief sexual counseling session was conducted by a trained sexual education professional [by an AI chatbot]. Please read the 
counseling provided by the professional [the AI counseling] and then evaluate it.”
In this study, the couple counseling excerpts were phrased in gender-neutral language

Person seeking advice: I feel that my desire for intimacy has decreased 
lately, and I’m worried that this is putting a strain on our relation-
ship.

Counselor: This is a very sensitive topic, and I understand that it’s 
important to you. Do you feel that external factors, such as stress or 
routine, might be playing a role here?

Person seeking advice: Yes, absolutely. I’m often tired or stressed, and 
sometimes it feels like intimacy is just another “obligation” in daily 
life.

Counselor: That’s a common feeling when you’re under pressure. 
How about trying to take the pressure off and create small, relaxed 
moments of closeness without it having to be about sexual intimacy 
right away?

Person seeking advice: That sounds good. Sometimes I feel like it’s an 
“all-or-nothing” topic, and that puts me under pressure.

Counselor: Exactly. If you focus on spending time together without a 
clear expectation, it can often bring back the space for natural desire. 
It might also help to find activities together that aren’t sexual but still 
foster closeness—a walk together or a small surprise in everyday life 
can make a big difference.

Person seeking advice: Our sex life has felt very routine lately, and I 
don’t know how to bring it up without it sounding hurtful.

Counselor: It’s completely normal for a relationship to settle into a 
routine over time. Do you feel that both of you are experiencing it this 
way?

Person seeking advice: I’m not sure. But for me, it’s an issue, and I’d 
like to have more variety again.

Counselor: It might be helpful to frame this wish as an opportunity 
for new shared experiences. Maybe you could talk about what you 
both especially enjoyed in the past. Do you think that might be well 
received?

Person seeking advice: Yes, I can imagine that. I think if I present it as a 
“we” topic, it would be easier.

Counselor: Exactly. Sometimes it helps to talk about what makes you 
both curious without focusing right away on “success.” That way, 
playful new ideas can emerge to break the routine and bring fresh 
energy—without any pressure.

https://osf.io/mz4gp/
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be answered on 5-point rating scales (1 = strongly disagree, 
5 = strongly disagree). The additive index of the four items 
for Counseling Evaluation (CE index) showed good internal 
consistency (Cronbach’s α = .93; McDonald’s ω = .95).

Moderator Variables

AI attitudes were measured with the AI Attitude Scale 
(AIAS-4; Grassini, 2023) comprising of four items (e.g., “I 
believe that AI will improve my life,” “I think AI technol-
ogy is positive for humanity”) to be answered on 10-point 
rating scales (1 = not at all; 10 = completely agree). The scale 
demonstrated good internal consistency (Cronbach’s α = .95; 
McDonald’s ω = .95).

AI literacy was measured with a short form of the Meta AI 
Literacy Scale (MAILS; Carolus et al., 2023) comprising of 
twelve items selected by the authors representing AI use (e.g., 
“I can operate AI applications”), AI knowledge (e.g., “I can 
assess what the limitations and opportunities of using an AI 
are”), ability to detect AI (e.g., “I can distinguish devices that 
use AI from devices that do not”), and AI ethics (e.g., “I can 
analyze AI-based applications for their ethical implications”) 
to be answered on 11-point answer scales (0 = ability is not at 
all or hardly pronounced; 10 = ability is very well or (almost) 
perfectly pronounced).2 The short scale showed good internal 
consistency (Cronbach’s α = .97; McDonald’s ω = .98).

AIAS-4 and our short version of MAILS were highly cor-
related (Pearson’s r = .68). Therefore, we combined all items 
from both scales into a single AI Readiness scale, with higher 
scores indicating both more positive AI attitudes and greater 
AI literacy. The scale demonstrated good internal consistency 
(Cronbach’s α = .98; McDonald’s ω = .98).

Procedure

Participants first gave informed consent and then com-
pleted a questionnaire on their AI experiences including 
AI attitudes and AI literacy. After that, they were randomly 
assigned to the conditions of the two consecutive experi-
ments. In the first experiment, participants were randomly 
assigned to one of the two romantic couple images and one 
of the two image-labeling conditions (image labeled as AI-
generated versus human-generated). They were instructed 
to view the image and provide their image evaluation on 
rating scales. In the second experiment, they were ran-
domly assigned to one of the two sexuality-related couple 
counseling excerpts and one of the two excerpt-labeling 
conditions (counseling excerpt labeled as involving an AI 
counselor versus a human counselor). They were instructed 
to read the excerpt and provide their counseling evaluation 

on rating scales. After the two experimental tasks, partici-
pants were debriefed, thanked, and dismissed.

Data Analysis

Given the large sample size and high statistical power, the 
significance level was set to α = .01, and the threshold for a 
meaningful effect was set at η2 ≥ .01, representing at least 
a small effect according to Cohen’s benchmarks (Cohen, 
1988). Data analysis was conducted with R 4.4.2 (packages 
afex 1.4–1, car 3.1–3, dplyr 1.1.4, expss 0.11.6, haven 2.5.5, 
labelled 2.14.1, lmtest 0.9–40, nortest 1.0–4, psych 2.5.6, 
sandwich 3.1–1, sjPlot 2.8.17, tidyverse 2.0.0). To test the 
four research hypotheses for the two experiments, t-tests and 
ANCOVAs were conducted, both of which assume normality 
of residuals and homogeneity of variances. Given the large 
sample size, the central limit theorem supports the assump-
tion of normality for the sampling distributions. Homogene-
ity of variances was tested using Levene’s test and showed 
only minimal deviations that did not reach the set level of 
significance (for couple images: F(1, 2656) = 5.96, p = .015; 
for couple counseling excerpts: F(1, 2656) = 1.45, p = .119). 
As a robustness check against potential heteroscedasticity, 
we repeated all mean comparisons using Welch’s t-tests and 
estimated ANCOVAs with heteroskedasticity-consistent 
standard errors; the conclusions were unchanged.

Results

Results are presented separately for the two experiments.

Anti‑AI Bias Toward Couple Images

Participants rated the romantic couple images labeled as 
AI-generated significantly more negatively than identical 
images labeled as human-generated, with a small effect size 
that explained about 1% of the variance (d = .21; see Table 4), 
supporting H1a. This anti-AI bias toward AI couple images 
was moderated by AI readiness, as shown in the ANCOVA 
interaction effect between the label condition and AI readi-
ness, with a small effect size that explained 1% of the vari-
ance (η2 = .01; see Table 5), providing support for H1b.

Anti‑AI Bias Toward Couple Counseling

Participants rated the sexuality-related couple counseling 
excerpts labeled as AI-generated significantly more nega-
tively than identical counseling excerpts labeled as human-
generated, with a small effect size that explained about 1% 
of the variance (d = .23; see Table 4), supporting H2a. This 
anti-AI bias toward AI couple counseling was not moderated 
by AI readiness, as shown in the ANCOVA interaction effect 2  https://​hci.​uni-​wuerz​burg.​de/​resea​rch/​MAILS/

https://hci.uni-wuerzburg.de/research/MAILS/
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between the label condition and AI readiness that showed 
negligible explained variance (η2 = .003; see Table 6), provid-
ing no support for H2b. However, a descriptive analysis illus-
trates that participants with AI readiness below the median 
consistently exhibited a larger anti-AI bias than respondents 
with above median AI readiness, for both images and coun-
seling excerpts (see Table 7).

Discussion

The discussion covers the interpretation of the findings, study 
limitations, and the conclusion.

Interpretation

Our study, based on two consecutive online experiments, 
confirmed a consistent but small anti-AI bias for roman-
tic couple images and sexuality-related couple counseling 
dialogues among a national sample of respondents residing 

in Germany (see Table 2). Considering that (a) we chose 
intimacy-related stimuli, which might elicit a stronger nega-
tive machine heuristic than stimuli more closely related to 
rationality (e.g., news; see Table 1), and (b) we included par-
ticipants from Germany, a country with a tradition of technol-
ogy skepticism, one might have expected a stronger anti-AI 
bias. However, our effect sizes (d = .21 and d = .23) roughly 
mirror those reported in earlier studies in non-intimate con-
tent domains (e.g., Bellaiche et al., 2023 Horton et al., 2023; 
Reis et al., 2024).

AI readiness—the combination of positive AI attitudes 
and higher AI literacy—moderated the anti-AI bias: Partici-
pants with higher AI readiness exhibited a smaller anti-AI 
bias, with the moderation reaching a relevant size of 1% 
explained variance for images. One explanation for these 
findings could be that generative AI is increasingly normal-
ized in everyday life, including in personal and relational 
domains, which may reduce resistance even in contexts tra-
ditionally associated with authenticity and emotional connec-
tion. The moderating effect of AI readiness further indicates 

Table 4   Evaluations of romantic couple images and couple counseling excerpts labeled as human-generated versus AI-generated

N = 2,658. Both evaluation indices range from 1 (low evaluation) to 5 (high evaluation). The delta value (ΔM) represents the anti-AI Bias with 
higher values representing a larger bias

Content type Human-generated AI-generated

M SD n M SD n ΔM df t p Cohen ‘s d

Romantic Couple Images 3.62 0.79 1,356 3.45 0.86 1,302 0.17 2,656 5.39  < .001 .21
Couple Counseling Excerpts 3.64 0.95 1,302 3.42 0.99 1,356 0.22 2,656 5.83  < .001 .23

Table 5   Analysis of covariance 
for evaluations of romantic 
couple images labeled as 
human-generated versus 
AI-generated, controlling for AI 
readiness

N = 2,658. The image evaluation index ranges from 1 (low evaluation) to 5 (high evaluation). Pearson’s r 
(AI Readiness, Image Evaluation Index) = .27

df SS MS F p η2

AI Readiness (Covariate) 1 132.8 132.8 212.1  < .001 .074
Couple Image Label 1 21.4 21.4 34.2  < .001 .012
Couple Image Label x AI 

Readiness (Moderation)
1 8.9 8.9 14.2  < .001 .005

Error 2,654 1,661.4 0.6

Table 6   Analysis of covariance 
for evaluations of couple 
counseling excerpts labeled 
as human-generated versus 
AI-generated, controlling for AI 
readiness

Note. N = 2,658. The couple counseling evaluation index ranges from 1 (low evaluation) to 5 (high evalua-
tion). Pearson’s r (AI Readiness, Counseling Evaluation Index) = .35

df SS MS F p η2

AI Readiness (Covariate) 1 308.4 308.4 374.7  < .001 .124
Couple Counseling Label 1 24.5 24.5 29.7  < .001 .011
Couple Counseling Label x AI 

Readiness (Moderation)
1 6.4 6.4 7.8 .005 .003

Error 2,654 2,184.4 0.8
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that knowledge of, and positive attitudes toward AI can buffer 
against such negative bias.

Limitations

Our study benefits from its grounding in the experimental 
labeling tradition and its large national sample. Nonetheless, 
several limitations should be acknowledged.

1. Sampling: At the time of data collection, the panel 
provider Bilendi could only provide representative quotas 
for participants identifying as women or men, limiting the 
inclusion of gender-diverse perspectives. Panel providers 
are currently working on more gender-inclusive quota and 
recruitment plans to overcome this limitation in the future.

2. Independent Variables and Stimulus Material: We were 
able to work with gender-neutrally phrased couple counseling 
excerpts as stimulus material, but this was not possible for 
couple images. We made the pragmatic choice to work with 
images of mixed-gender-presenting couples to maximize 
familiarity for a general population sample. Future work 
should employ more diverse stimulus images that vary in 
gender composition and expression, and examine how these 
interact with evaluators’ own gender and sexual identities. 
While our stimuli were intimacy-related, they were not sexu-
ally explicit—potentially yielding a smaller anti-AI bias than 
might occur with more erotic content (see Experiment 2 in 
Marini et al., 2024) or with pornographic imagery that will 
be investigated in the future.

3. Experimental Manipulation: We presented the labels 
identifying the stimuli as AI-generated or human-created 
directly together with the stimuli to ensure that participants 
noticed them. Given the clarity of the labels, we judged a 
separate manipulation check unnecessary. If some partici-
pants had overlooked, misunderstood, or doubted the label, 
this would have attenuated the experimental effect rather 
than inflated it. The fact that consistent label differences 
emerged across both experiments therefore suggests that the 

observed effects are robust, even under potentially attenuat-
ing conditions.

4. Dependent Variables: For image and counseling evalu-
ations, we used two sets of four domain-specific items; future 
studies could expand the range of evaluation dimensions.

5. Moderator Variables: We used items from established 
psychometric scales to measure AI attitudes (AIAS-4, 
Grassini, 2023) and AI literacy (MAILS, Carolus et al., 
2023). However, in line with most AI literacy measures 
developed so far, MAILS does not objectively test AI lit-
eracy, but relies on self-reported knowledge and skills with 
some overlap with attitudes. Future AI bias studies could use 
objective AI literacy tests.

6. Design: As both experiments were conducted consecu-
tively and in a fixed order with the same sample, their results 
are not independent, and order effects are possible, although 
their magnitude and direction cannot be predicted. Future 
multiple-experiment studies can use multiple samples or 
randomize the order of experimental tasks within the same 
sample, an approach that was not implemented here due to 
logistical restrictions.

Conclusion

Our data show that anti-AI bias in intimacy-related contexts 
is prevalent in Germany, although its size is small. Our data 
further highlight the importance of moderating factors such 
as AI literacyand AI attitudes. Greater exposure and famili-
arity with AI systems can foster more positive attitudes and 
higher literacy, thereby reducing anti-AI bias in the future. 
From a theoretical perspective, greater personal experience 
with AI in intimacy- and sexuality-related domains may not 
only reduce the negative machine heuristic but also elicit a 
positive machineheuristic (Molina & Sundar, 2024; Sundar 
& Kim, 2019). Signs of such a shift are already visible in cur-
rent debates, particularly when AI’s non-human, fact-based, 
controllable, and rational qualities are framed as advantages. 

Table 7   Evaluation of romantic 
couple images and couple 
counseling excerpts labeled 
as human-generated versus 
AI-generated by participants 
with low AI readiness versus 
high AI readiness (median split)

N = 2,658. Both evaluation indices range from 1 (low evaluation) to 5 (high evaluation). The delta value 
(ΔM) represents the anti-AI bias with higher values showing a larger bias. This descriptive median-split 
analysis is reported solely for illustrative purposes and should be interpreted with caution, as dichotomizing 
continuous variables can inflate group differences

Low AI Readiness High AI Readiness

Human-Gener-
ated

AI-generated Human-Gener-
ated

AI-generated

M SD M SD ΔM M SD M SD ΔM

Romantic 
Couple 
Images

3.50 0.82 3.23 0.89 0.27 3.74 0.72 3.65 0.72 0.09

Couple 
Counseling 
Excerpts

3.45 1.02 3.10 1.02 0.35 3.84 0.82 3.72 0.86 0.12
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These qualities may be beneficial in intimate contexts as well. 
For example, where human sexual counselors vary in knowl-
edge, hold moralizing attitudes, or are less accessible, cli-
ents can turn to AI systems as low-threshold and potentially 
safer alternatives. In addition, human professionals and AI 
systems can collaborate in an efficient and meaningful way 
through hybrid counseling scenarios that combine constant 
24/7, low-cost AI support with the option of transferring to 
human counselors whenever needed.

At the same time, however, increasing use of AI in inti-
mate, romantic, and sexual contexts may trigger critical 
responses or even resistance and backlash. Illinois, for exam-
ple, was the first U.S. state to ban AI from mental health 
care (Illinois General Assembly, 2025), potentially reflecting 
anti-AI bias. The German Ethics Council has emphasized that 
while AI can lower access barriers and reduce the stigma of 
psychotherapy, it cannot replace core elements such as trust, 
empathy, and authentic relational experiences with human 
professionals (Deutscher Ethikrat, 2023). Media reports of 
individuals forming strong attachments to AI chatbots that 
allegedly caused divorce, fatal accidents, or suicide (e.g., 
Brittain, 2025; Fike, 2025; Horwitz, 2025) have further 
fueled skepticism, even if causal explanations in these cases 
may be more nuanced. Together, these examples underline 
that openness and rejection, pro-AI and anti-AI biases, are 
likely to evolve in parallel rather than in a simple linear 
trajectory.

The way people apply negative or positive heuristics to AI 
is also shaped by their conceptualization of the technology 
itself. Research shows that technical explanations can reduce 
acceptance (Bara et al., 2025), whereas embodied demonstra-
tions can enhance it (Chamberlain et al., 2018). To expand on 
our findings regarding the moderating role of AI literacy and 
AI attitudes, future research could examine in greater detail 
how the conceptualization of generative and conversational 
AI models (e.g., whether people believe they truly “think” 
and “understand”, or view them as mere “stochastic parrots”) 
influences AI evaluations and biases.

There remains substantial scope to further investigate the 
benefits and challenges of AI in the domain of sexuality, 
taking into account subjective experiences, diverse perspec-
tives, and potential biases. While the present study focused on 
individual-level perceptions, future research should comple-
ment this with system-level analyses that address economic, 
legal, and societal dimensions (e.g., Anciaux & Gramaccia, 
2025). Integrating these levels of analysis will be essential for 
a comprehensive understanding of how AI shapes intimate 
life and its broader implications.
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