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Abstract
In an aging society, the social needs of older adults, such as regular interactions and independent living, are crucial for their quality of life. However, due to spatial separation from their family and friends, it is difficult to maintain social relationships. Our multidisciplinary project, CO-HUMANICS, aims to meet these needs, even over long distances, through the utilization of innovative technologies, including a robot-based system. This paper presents the first prototype of our system, designed to connect family members or friends virtually present through a mobile robot with an older adult. The system incorporates bi-directional video telephony, remote control capabilities, and enhanced visualization methods. A comparison is made with other state-of-the-art robotic approaches, focusing on remote control capabilities. We provide details about the hard- and software components, e.g., a projector-based pointing unit for collaborative telepresence to assist in everyday tasks. Our comprehensive scene representation is discussed, which utilizes 3D NDT maps, enabling advanced remote navigation features, such as autonomously driving to a specific object. Finally, insights about past and concepts for future evaluation are provided to assess the developed system.

I. INTRODUCTION
The ability to take part in regular social interactions is a fundamental aspect of independent living for older adults. However, achieving this can be challenging due to factors such as geographic distance from family and friends or limited mobility. To address these issues, the CO-HUMANICS project (Co-Presence of Humans and Interactive Companions for Seniors) aims to develop innovative approaches to enhance co-presence. Co-presence refers to the concept that individuals have a sense of perceiving others and being actively perceived by them [13]. The project’s primary focus lies in utilizing augmented and mixed reality solutions, specifically through head-mounted displays and smart glasses, and robot-based systems as alternative technologies for co-presence. In this paper, we focus on the robot companion, which will be located at the apartment of an older adult (local host) and can be accessed and controlled remotely by family and friends (virtual guests). Although co-presence systems for robotics have been extensively studied for applications such as care for older adults, there remains a lack of systems that facilitate natural social interaction. Most existing systems focus on video-based co-presence with limited robot control features. To address this, we explore how a robot-based system can enhance co-presence while emphasizing natural interaction. Our goal is to develop an easy-to-use and reliable system that not only enables remote control of the robot but also offers the ability to highlight objects in the apartment, providing a more immersive and collaborative experience. This functionality can be helpful for various scenarios, such as assisting an older adult in repairing objects as shown in Fig. 1, browsing through a photo album of past shared memories or participating in other collaborative tasks. To accomplish these scenarios, the robot needs to have basic skills, such as localization and navigating in the environment, tracking and following the local host to maintain focus during video calls, and even adapting its

Fig. 1. The CO-HUMANICS robot companion enables a virtual guest to remotely assist an older adult in a repair task by highlighting a pipe in the video call with the projector.
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behavior to suit their preferences and needs.

In this paper, we summarize related work in the field of robotic systems with co-presence features and give a report on the progress in the CO-HUMANICS project. We present the first prototype of our robot system developed for the CO-HUMANICS project, focusing on the hardware and software specifications and the vision of features. Finally, we will introduce a concept for the planned evaluation and discuss potential future work in this area.

II. RELATED WORK

One way to establish co-presence is by deploying telepresence technologies, which refer to a set of technologies that enable individuals to feel present in distant locations [14]. This can be achieved by deploying a robot at a remote location that senses the environment and can be controlled remotely. Our project not only aims to make the virtual guest feel present with the local host, but also to make the local host feel present with the virtual guest, to enable collaborative activities. However, while a wide range of recent robotic projects have video call capabilities [1]–[12] (see Tab. I), just a few provide advanced features for telepresence, such as remote navigation. By contrast, their main focus is to deploy services that are autonomously provided by the robot itself. This includes high-level applications, such as object transportation, the delivery of daily reminders, and user-centered entertainment services. These applications require basic robotic skills, such as autonomous navigation, person perception and recognition, as well as human-robot-interaction (HRI) skills, such as speech and gesture recognition. In the following, we give a brief overview of recent real-world robotic projects with advanced telepresence features, i.e., video calls with the opportunity to remotely control the robot. SERROGA [1] is a companion robot that can be controlled remotely via an Android device.

Table: Implemented robotic skills in comparison to the CO-HUMANICS project. Classification to the best of our knowledge: ✓ – skill is used during user trial; (✓) – skill is mentioned in the system architecture but was deactivated during user trial; ✗ – skill is not mentioned and therefore assumed to be not available.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Autonomous Navigation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>✓</td>
</tr>
<tr>
<td>Telepresence Navigation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Person Detect.</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Person Re-Identification</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Following</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Transportation</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Object Interaction</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Speech Recognition</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Gesture Recognition</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Emotion Recognition</td>
<td>✓</td>
<td>✗</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Video Calling</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Entertainment</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Reminders</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
In conclusion, as shown in Tab. I, only a fraction of the approaches deployed to real-world applications support telepresence navigation. If supported, the realized telepresence system is rather simple without any enhanced visualization of the surroundings presented to the virtual guest. Moreover, the systems often lack suitable actuators, and thus the ability to interact with the surroundings that is crucial for enabling collaborative activities.

For the CO-HUMANICS robot companion, we target collaborative activities between the virtual guest and the local host by utilizing telepresence technologies. We refer to this as collaborative telepresence. This includes advanced methods for data visualization, robot control, and the support of highlighting objects in the surroundings of the robot with a projector. Additionally, we aim to incorporate advanced methods for scene analysis [20]–[22] to get a better understanding of the surroundings in order to simplify and improve usability of the robot control. The overall goal is to enable even inexperienced users a better collaborative telepresence experience with focus on social aspects.

III. ROBOT PLATFORM

The CO-HUMANICS robot companion is shown in Fig. 2. It is based on the TORY platform of the German robotics company MetraLabs. The TORY platform provides safety, stability, and adaptability. This design offers several advantages as it simplifies the navigation in confined spaces, enables a rotation without translation of the platform, and could fit the results from the requirement analysis [23]. It features a circular footprint with a diameter of 50 cm and rotation symmetry by placing the differential drive on the middle axis. The default setup of the platform features a 2D Sick S300 laser range scanner, with an opening angle of 270°, enabling efficient mapping and obstacle detection. It is mounted 10 cm above the ground plane and automatically limits the speed of the robot platform to 0.3 m/s when obstacles are nearby as a safety feature. An additional bumper ring located at the bottom of the robot automatically stops its movement when triggered, further ensuring safety during operation. The 40 Ah LFMP battery enables an operation time of up to five hours, depending on the used features.

Several customizations to the default setup have been made to account for the specific needs in the CO-HUMANICS project. An Intel RealSense D455 RGB-D stereo camera is used to monitor the floor in front of the robot to detect obstacles outside the laser plane. To enable mounting further sensors and actuators easily, a mounting profile is attached to the top of the robot, leading to a total height of 1.25 m. A Microsoft Azure Kinect, based on time-of-flight (ToF) technology, is used as a second RGB-D camera to observe the local host and to obtain 3D information about the environment. The local host can interact with the robot from the same side through a 15.6" multi-touch display. To detect and track the local host as well as the environment in all directions, three RGB Valeo fisheye cameras with a horizontal opening angle of 195° are mounted to the mounting profile with an 120° offset. For enhancing the virtual guest’s ability to communicate and enabling a collaborative telepresence with a local host, a top-mounted LG HF60LS Largo 2.0 projector is connected to a FLIR PTU E46 pan tilt unit (PTU) on the robot. With this feature, the virtual guest can highlight objects in the environment, allowing for a collaborative telepresence.

To minimize latency and maintain stable connections, all required computing capabilities are held onboard. An Intel NUC featuring an Intel i7 1165G7 processor, 64 GB RAM, and an NVIDIA GeForce RTX 2060 GPU is the primary onboard computer for running the robot’s software and processing sensor data. To offload some of the GPU intensive computations, an NVIDIA Jetson AGX Orin 32GB is also included in the robot. This dual-computer configuration ensures that the robot can efficiently process a variety without offloading tasks to an external server. This approach ensures that most data remains within the robot itself, addressing data privacy concerns [23], while enabling effective task processing and maintaining a responsive user experience.

In the future, we plan to use a microphone array to provide directional recording of the local host as well as noise cancellation and dereverberation for an improved audio quality during video calls.

IV. SOFTWARE ARCHITECTURE

In this section, we describe the software architecture of the CO-HUMANICS robot companion. An overview of the software architecture is shown in Fig 3. Since the robot companion is still in development, the depicted architecture includes both already existing modules and some modules that are still under development. Our architecture is based on a modular layered approach first presented in [24], where each layer builds on top of the modules of the layer below. Next, we give a brief overview over the modules in each layer.

![Fig. 2. The CO-HUMANICS robot companion with its sensors (blue) and actuators (green).](image-url)
Apart from that, the skill layer also includes more modules for acting, such as simple controllers for the motor of the differential drive or the PTU. Additionally, a skill is currently in development to control the projector, for switching it on and off as well as showing any image or video stream. The example in Fig. 4 shows how the combination of the projector and the PTU controller can be used to highlight objects by simply showing a green dot. As we plan to integrate a microphone array into the robot companion in the future, there is potential for integrating additional skills to extract room acoustic information, leveraging the insights from [32], [33], such as performing a direction-dependent analysis of the room acoustics. For this, approaches of autonomous and mobile room acoustics measurement robots can be adapted and extended [34], [35]. This integration could not only further enhance audio quality during video calls but also offer valuable insights into acoustic properties, which can be integrated into the existing maps. Furthermore, this integration has the potential to serve as an additional method for localizing the robot within the environment [33].

A. Skill Layer

The skill layer makes use of the hardware and implements basics skills for processing sensor readings. The goal of the modules in the skill layer is to extract all the information required for the subsequent behavior layer.

For creating a 2D occupancy grid map and for localizing within this map, readings from the Azure Kinect RGB-D camera, the wheel odometry, and the laser scanner are processed by the SLAM approach RTABMap [25]. The resulting map is used for global path planning by utilizing the A* or E* algorithm. Readings from the RealSense RGB-D camera are used to build a local 3D occupancy normal distribution transform (NDT) map [26], which is then projected to the ground plane in order to get a local 2D occupancy grid map. Together with data of the laser scanner, the local planner, i.e., a dynamic window approach, can avoid dynamic obstacles.

To analyze the environment even more thoroughly, semantic 3D NDT maps [27] are built from readings from the Azure Kinect and the predicted semantic segmentation of ESANet [20]. This skill is currently extended to accomplish 3D panoptic mapping [28] by utilizing the semantic and instance predictions of EMSANet [21] or EMSAFormer [22]. To provide even more information to the subsequent behavior layer, the remaining outputs of EMSANet or EMSAFormer for instance orientation estimation as well as scene classification are additionally incorporated in the panoptic NDT maps, realizing a comprehensive scene understanding. This allows for even more complex drive-to behaviors like “drive to the chair in the living room while respecting its orientation”, as described later in Sec. IV-B.

In order to achieve robust person detection across all RGB cameras, OpenPifPaf [29] and YOLOv3 [30] are used in parallel, reducing false negatives. For extracting 3D skeleton hypothesis, the Azure Kinect SDK is used as an additional detector. All these detections are used as inputs to our multimodal person tracker [31]. Furthermore, we plan to use the skeletons for gesture recognition, as it would offer another option to interact with the robot.

Apart from that, the skill layer also includes more modules for acting, such as simple controllers for the motor of the differential drive or the PTU. Additionally, a skill is currently in development to control the projector, for switching it on and off as well as showing any image or video stream. The example in Fig. 4 shows how the combination of the projector and the PTU controller can be used to highlight objects by simply showing a green dot. As we plan to integrate a microphone array into the robot companion in the future, there is potential for integrating additional skills to extract room acoustic information, leveraging the insights from [32], [33], such as performing a direction-dependent analysis of the room acoustics. For this, approaches of autonomous and mobile room acoustics measurement robots can be adapted and extended [34], [35]. This integration could not only further enhance audio quality during video calls but also offer valuable insights into acoustic properties, which can be integrated into the existing maps. Furthermore, this integration has the potential to serve as an additional method for localizing the robot within the environment [33].

B. Behavior Layer

In the behavior layer, various skills are combined to create more complex behaviors. For example, the drive-to-pose behavior combines the path planner, the motor controller, and the collision avoidance skills to safely navigate the robot to a given pose. While this behavior enables driving to goals based on
simple poses, the more intelligent drive-to-object is intended to enable driving to known objects in the environment, as shown in Fig. 5. Another important behavior is the docking behavior, which drives the robot to a docking station to enable recharging. Additional behaviors, such as follow-user, search-user, or approach-user are implemented using the person tracker and motor controller skills. These behaviors are useful for keeping the local host in view during a video call or for searching for her or him when a new call arrives. To further improve the user search behavior in regard to searching time, we are currently extending the behavior to also make use of the panoptic NDT maps [28]. The idea is to search for the local host based on intelligent priors, e.g., in the kitchen or dining area at lunch time. The highlight-object behavior utilizes the projector controller skill to adjust the projector for pointing or highlighting, as shown in Fig. 4.

C. Application Layer

The application layer implements the overall application logic as well as the interface to both the local host and the virtual guest. It is built as a state machine and is composed of behaviors and simple rules to switch between them. To effectively enable a collaborative telepresence, our application is tightly coupled with a server that hosts the simple web-based application. Fig. 6 shows the prototype of the web interface.

Currently, Jitsi Meet is used to establish the connection for the video call, enabling the virtual guest to use its notebook or tablet, while the local host can see her or him on the 15.6” display of the robot. We build upon Jitsi Meet as it can be self-hosted and is open source and thus is well suited to be integrated in our application. Unfortunately, it is based on virtual rooms the users can connect to, and thus there are no call notifications. By contrast, the local host and the virtual guest need to agree to meet at a certain time beforehand. We plan to incorporate an additional external service to overcome this limitation and to deliver call notifications to the local host by the search behavior as realized in [12].

Once the video call is established, the virtual guest is allowed to remotely control the robot. However, the local host is still able to command the robot, and retains the ability to terminate the connection at any point, effectively revoking control from the virtual guest. To address the concern of intuitive control, identified in [23], we provide a variety of control options for the robot. The virtual guest can access the cameras (see Fig. 6a) and can control the robot through a virtual joystick (see Fig. 6b). However, the field of view is limited, and remote control of the robot can be difficult, especially for inexperienced virtual guests. To mitigate this problem, we display an additional top-down view with laser information of the local surroundings of the robot (see Fig. 6c). In this view, critical obstacles are displayed that may not be visible in the camera images. Together with rendered spatial relations of the robot, this view facilitates the control in unknown environments. Alternative control options are to use predefined navigation points (Fig. 6d) or set a goal by clicking on the floor seen in the camera image (Fig. 6a). When a click is made, a ray gets projected from the camera’s center to the ground plane to retrieve the target position, which is then used as an input to the drive-to behavior, navigating the robot autonomously to the selected location. This method results in two advantages. First, it reuses the already implemented collision avoidance, without distracting the virtual guest with additional information. Second, this method works even with a high-latency connection or even occasional connection losses. However, while already improving the remote control to inexperienced virtual guests, this solution does not work when objects or walls are selected. To overcome this limitation, we intend to project the clicked target position into the semantic or panoptic 3D NDT map as
well. The selected cell can then be used for further analysis in order to derive a valid target pose close by. A valid pose can be determined by considering 3D information only or even smarter by incorporating additional knowledge from the semantic, panoptic, or orientation information. For example, when clicking on the chair in Fig. 5, the robot could use the estimated orientation of the chair to find a non-obstructive pose to look at the seat. If there are multiple options, the virtual guest could select which position should be used as the target.

To provide a similar intuitive way for determining navigation poses to the local host, we plan to integrate a gesture control. To avoid misinterpreted or ambiguous gestures, the local host is supposed to use one distinct gesture to gain the robot's attention, similar to the wake word of voice assistants. Afterward, the local host could, for example, indicate the robot to come closer or send it to a goal by pointing to a target.

To enable easier collaboration, we offer the virtual guest options to highlight objects in the apartment of the local host. This will be enabled through a click into the camera image. Highlighting can be done by displaying a dot on the projector (see Fig. 4). We further plan to implement a more intelligent highlighting by additionally incorporating information from the 3D panoptic maps. This way, highlighting only one specific object through the projector can be enabled. As an additional use case for the projector, we consider the possibility of using the 3D NDT map to find a free area on the wall to project any visual media into the local host's apartment. Some examples could be the projection of the virtual guest, movies, or internet content. This feature has the potential to enhance social connection and facilitate shared activities, such as watching a movie together or sharing a photo album.

After the video call, the robot automatically navigates to its docking station if recharging is required. This ensures availability and long operational times.

In [23], concerns were raised regarding the security of the robot as well as data privacy. To address these concerns, access to the application is restricted to trusted networks. By utilizing a self-hosted Jitsi server for video conferencing, we eliminate the need for third-party servers, thereby increasing data privacy. Additionally, all required computations are performed on the robot itself, reducing data transfer and further enhancing privacy by keeping most data on the robot. Furthermore, private data, such as video streams, are not stored persistently. All these measures contribute to improved data privacy.

V. CONCEPT FOR EVALUATION

To assess the effectiveness of our CO-HUMANICS robot companion in improving the social interactions of older adults, we plan to conduct a series of experiments from both the robotics and social perspectives. These experiments will help to assess the impact on co-presence and collaboration. In this section, we highlight relevant prior work and outline potential ideas for these experiments while discussing suitable metrics.

A. Technical Evaluation

We will conduct a series of experiments for evaluating the application as well as the underlying behaviors. One experiment will involve evaluating the search-user behavior, which is responsible for finding the local host within the apartment. This can be done by measuring the success rate and average search time, similar to [36]. Another experiment will evaluate the success rate of the follow-user behavior by measuring how often the person is lost on average over a given distance, how close the robot can maintain the desired following distance, and how centered the person is in the camera view, similar to [37]. For object highlighting, an experiment will evaluate the accuracy of the projection. To assess the quality, we plan to compare the highlighted and the desired area by means of the intersection over union. We further plan to repeat this experiment over various distances. Another experiment will evaluate the remote-control features by driving through an obstacle course while virtual guests are just able to control the robot with one of the implemented features, i.e., using the virtual joystick or selecting targets in the camera image. The frequency of near collisions, actual collisions, and time to course completion will be measured to compare the features.

B. Social-Science Studies

Several studies have been conducted within the project to explore the social aspect of robots for co-presence. This includes research on the frequency of use and perceived quality of established media, as well as the potential use of innovative media such as the presented robot [38]. Additionally, a scoping review of reviews has provided an overview of the current state of using communication technologies to counteract loneliness in older adults, examining theoretical frameworks, study designs, and positive effects of the technology [39]. Research on the requirements of the target group has also been conducted, guiding the development process and following a human-centered design approach [23]. The robot platform enables future in-depth social-science studies to be conducted. These studies might evaluate a variety of social factors, such as the impact of the robot companion on social interactions, the effectiveness of different control features, or the level of perceived co-presence during video calls [40], [41]. Experiments might also explore factors such as recall of information, proxemics, and other social phenomena similar as in [19], [40], [42], [43].

By conducting experiments from both the perspective of the local host and the virtual guest, we might gain insights into how the robot facilitates social interactions for both parties.

VI. CONCLUSION

In this paper, we have summarized related work in the field of robotic systems with telepresence features and have given a report on the progress in the CO-HUMANICS project. We have presented the first prototype of the CO-HUMANICS robot companion, focusing on hardware and software specifications and the vision of features. For our system we aim for natural interaction, for which we intend to provide remote control ability as well as features to highlight objects in the apartment, enabling an immersive and collaborative experience. Finally, we have introduced a concept for a future evaluation.

